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Abstract

We give a method to calculate closed-form expressions in terms of multi-sums
of products for integrals of ordinary difference equations which are obtained as
traveling wave reductions of integrable partial difference equations. Important
ingredients are the staircase method, a non-commutative Vieta formula and
certain splittings of the Lax matrices. The method is applied to all equations
of the Adler—-Bobenko—Suris classification, with the exception of Qy.

PACS number: 02.30.1k

1. Introduction

Two main classes of discrete integrable systems that may be distinguished are ordinary
difference equations (OAEs) and partial difference equations (PAEs). By imposing periodic
initial conditions, a PAE reduces to an OAE. The staircase method which was introduced in
[7, 8] provides us with a tool to construct integrals of OAEs, or mappings, derived as reductions
of integrable PAEs. These integrals are obtained by expanding the trace of a monodromy
matrix in powers of the spectral parameter.

Recently in [6], elegant and succinct formulae for integrals of sine-Gordon and modified
Korteweg—de Vries (mKdV) maps have been given for the first time. The integrals are
expressed in terms of multi-sums of products, ®, which are defined in section 2. These
multi-sums of products were discovered by inspection and proved by induction. Properties of
these multi-sums of products were used to prove the invariance of the integrals independently
of the staircase method and make it possible to prove functional independence and involutivity
of the integrals directly.

In a recent paper by Adler, Bobenko and Suris (ABS), multi-linear equations on quad-
graphs are classified with respect to consistency around the cube [1]. It is also known that
for PAEs on quad-graphs which satisfy the consistency property, we can obtain a Lax pair
algorithmically [2, 3]. Hence, the staircase method can be applied to obtain integrals of
traveling wave reductions of the equations in the ABS list.
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Some questions arise here: is it possible to give similar explicit expressions for these
integrals as was done for mKdV and sine-Gordon? If so, is there any method to obtain closed-
form expressions for integrals directly, rather than using inspection and induction? This paper
answers both these questions in the affirmative. Based on a non-commutative Vieta formula,
and certain splittings of the Lax matrices, we explain how multi-sums of products emerge and
give a method to actually derive closed-form expressions for the integrals.

2. Outline of this paper

In this paper, we restrict ourselves to the so-called (1, z,) traveling wave reductions (z, € N*)
which we now explain. With (/, m) € Z x Z, we consider a two-dimensional PAE with field
variable v,

T (V1 Vit s Vimets Vistmats @) =0, (1)

and parameters ¢ = (ap, a2, ...,o;). Now we introduce a reduction v;,, = v,, where
n =1+ mz,. Then, v, satisfies the periodicity v;,, = Vi1, m—1, and the PAE reduces to an
OAE:

f(vns Un+1, UIH—sz vn+Zz+1; a) = O (2)

We suppose that our equation (1) arises as the compatibility condition of two linear equations,
that is, it has a Lax pair. A Lax pair L;,,, M, for a PAE (1) is a pair of matrices that satisfy
(cf [9D)

LiwM; — M{ L =O. 3)

I+1,m

Similarly, an OAE has a Lax pair £,, M, if they are non-singular matrices that satisfy
Mn[fn - £n+an =0. (4)

Using the (1, z,) traveling wave reduction, the Lax pair for a PAE reduces to matrices
L,, M,, which satisfy the following equation:

LM~ M\ L,..,=0. 5)

n+l

The monodromy matrix £, for the (1, z,) reduction is given by (cf [8])

')
22—1

Ly=M;"[] Lisn: 6)
i=0

where the inversely ordered product is

b
HL,- = LyLp_1 ... Ly La. (7)
i=a

Taking M,, = L,,, we obtain a Lax pair £,,, M,, for the reduced OAE (2) from the Lax pair of
the corresponding PAE (1) cf [9]. Recently, a description of (z1, z2) reduction, with general
(z1,22) € Z x Z, is given in [4, 11]. This generalizes the reductions in [8] where the case
(z1,22) € N x N with zy, z» co-prime was considered. In [11], it was proved that for any
(z1, z2) reduction, there is a M with whom the monodromy matrix £ forms a Lax pair for the
reduction, and explicit formulae for £, M in terms of the reduced Lax matrices L, M were
provided.

It follows from equation (4) that the trace of £, is invariant under the map obtained from
an OAE. Since the reduced Lax matrices generally depend on a spectral parameter, integrals
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for the OAE (2) are obtained by expanding the trace of the monodromy matrix in powers of
the spectral parameter. Therefore, to give explicit expressions for these integrals, we need to
expand a product of L matrices. We split the L matrices in the form L; = r;(AX; + Y;), where
A is (a function of) the spectral parameter. Next, we consider the formal expansion of the
matrix product in a non-commutative Vieta formula:

b—a+l

>
[[oxi+v) = > abrertrzeb (8a)
i=a r=0

b—a+1

= > Nz, (8h)
r=0

where

Z;Lb = Z XpXp-1 "’Xi,+lYi,Xi,-—1 "'Xi1+|Yi1Xi1—1 - Xa, (9a)

a<ij<ip<--<i,<b

Za,b

Z¢h= " > WY YaXi Yo YaaXi Yoo Yo (9b)
a<ij<ip<--<i, <b

This is a generalization of the Vieta expansion with commutative variables:

b b—a+1
l_[()\‘ + f‘l) — Z )\‘bfa+17rs;l,b’ (10)
i=a r=0

where the multi-sums of products s* are the elementary symmetric functions,

sefUfy= Y T (1)

a<ij<ip<--<i,<b j=1
In this paper, we will consider two different forms of X; and Y; with special properties such
that the elements of the matrix Z%? or Z%? can be expressed in terms of multi-sums of products
O, respectively .
For the reduced mKdV equation [6],

(23] (Un Un+zp, — vn+1vn+22+1) + 00V, Ul — A3V, Unizprl = 0, (12)
and for the reduced sine-Gordon equation [6],
:31 (Un Untzp4l — vn+lvn+z2) + IBZUnUn+l Un+z, Untzp41 — ,33 = O, (13)
the L matrix can be written as L; = AX; + Y;, where
0 1 Vi [ Vi1 0
X; = = Y, = 14
(1 o)== (M L) (14)

and A is the spectral parameter. Substituting (14) in equations (9a) and (9b), we derive
multi-sums of products, ®, with different arguments:

b v \V 4 v \ DY b7
Ch ( ‘ ) = > Il ( ) Ly
Vit+] Ulj+]

a<ij<ip<--<i, <b j=1

,
,b (_])j+e
Or {vivin} = Z l_[ (vi, vij+1) . (16)
a<iy<ip<--<i,<b j=1

See lemmas 1 and 4. The latter one is the definition of ® given in [6]. The general definition
of ®,
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oifit= Y U, 17)

a<iy<ipg<--<i,<b j=1

where f is a function on [a, b] C Z, is obtained by replacing Y; with

(=1

. 0

D; = (f, . f<‘””‘) , (18)
Substituting X; = J and ¥; = D; into the Vieta expansion (9a), we obtain
Z?’b — Jb7a+17r®;l,b’ (19)
where

®a,h i 0

O = ra-1 Uil o) (20)
0 O i}

Equation (19) can be generalized to 2n x 2n matrices J and D, provided they satisfy the
following properties:
JP=1, D;JD; = J, and D; is diagonal.

To illustrate the second way of splitting L, we write the L matrices of the mKdV and
sine-Gordon equations in a different way with X; = H and ¥; = s,-Aﬁ, where H and A; are

defined as
L 0 1 i a; aibj
P N ) o

Then, with special properties of H and A we obtain multi-sums of products called ¥ which
are introduced below. In particular, if we take s; = f;,a; = 1/f; and b; = 0, then formula
(9b) can be evaluated as

_ Q)“»b—l <Da+1,b71
Z;l’b = ra b—2 r;-:—l b2’ (22)
Sr®@F fb‘b,«_f

where multi-sums of products, ®, are defined as

UL} = > [+ (23)

a<iy, i\ +l<iy,ip+l<-<ip_y,ip—1+1<i, <b j=1
with f as a function on [a, b] C Z. More generally, when H and A satisfy
H* =0, AL AN = oy, AT, HAH=H and AL HAF = A, (24)

m

substituting X; = H and ¥; = s,-A’: in equation (90) yields
Zab _ \pa+1b ZHAb 1+\Ija+2b 1 Ab H+lpa+2b 2H+lpa+lb lAb (25)

a+l

where W is
b+1

} H(S Ai—1, 1) (26)

The elementary symmetric functions satisfy the followmg recursive formulae (for all ¢
suchthat 0 <c<b—a+1):

ab .__ a,b
Wb =g, @ {
Si+10G—1,i 0 41

my

sa,h — 2 :Sa+cl,bsfz,a+cfl’ (27(,1)

r r—i 1

i=m,
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my

Sa,b _ S?J—c+1,b§a,b—c (27b)

r i r—i

i=m1

where m; = max(0,r +a+c — b — 1) and m» = min(r, ¢), or one can take m; = 0, m, = r.
These recursive formulae are obtained by using the Vieta expansion (10) and writing

?: ;; a+?71
HZi= 1_[ zi 1_[ Zi, (28)
l=a 1=a+c l=a
where z; = A + f; in this case. Taking ¢ = r, these recursive formulae provide us with an
efficient way of producing and storing the elementary symmetric functions.

We will obtain similar recursive formulae for Z%” and Z%” by using the Vieta expansion
and the matrix analogue of (28). Recursive formulae for ® and ® are derived from those
for Z% and Za*b , respectively. The recursivity of these multi-sums of products gives us a
convenient way of computing these multi-sums of products.

The rest of this paper is organized as follows. In section 3, we explain how ® arises from
equation (9a) using properties of J (14) and D; (18). Then, the recursive formulae for ® are
obtained. We give two closed-form expressions for integrals of the mKdV equation in terms
of ®, one of which coincides with the form discovered in [6], using the two Vieta formulae
(9a) and (9b). In section 4, we show how the multi-sums of products, @, emerge as entries of
matrix coefficients. The recursive formulae for ® are given and we prove equation (25). As a
first application, we express integrals of the mKdV equation in terms of W. Next, we present
a general formula for integrals for all equations whose reduced Lax matrices can be written in
the form

ri(AH +5:A}). (29)

We explicitly write the reduced Lax matrices for the equation in the ABS classification in
form (29), with the exception of Q4. So we obtain closed-form expressions for integrals of
these equations from the general formula. The final section compares two sets of integrals
expressed in terms of ® and W, respectively. This section also discusses possible future work.

3. Multi-sums of products, ®

In this section, we first present the properties of the multi-sums of products, ®. Then, an
application of ® is given. We derive two closed-form expressions for integrals of mKdV.

3.1. Properties of the multi-sums of products, ®

The integrals in terms of the multi-sums of products (17) with f; = v;v;4, first introduced in
[6], were discovered by inspection and proved by induction. We found that the multi-sums
of products can actually be derived from (Vieta-like) formulae (9a) and (9b) and special
properties of the reduced Lax matrices. We also show that the following properties, which
were used in the proofs in [6][identity (3),(4)],

ab __ a+l,b (=D*e ~a+l,b

®n,€ - ®n.6 + fa ®n—l,ei1’ (30)
a,b _ ~a,b—1 (=)™ ~a,b—1

®n,e - ®n,e + b ®n71,e’ (31)

are special cases of the more general identities (33a) and (330) given below. These identities
(33a) and (33b) are similar to the recursive formulae for the symmetric functions (27a) and
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(27b), respectively, and can be used to efficiently compute the multi-sums of products, ®. They
also play an important role in calculating gradients for proving the functional independence
and the involutivity of integrals [13, 14].

Lemma 1. Let J and D; be as in (14) and (18) respectively. The multi-sums of products @ff
defined by (17) are the entries in the matrix coefficients in the expansion

a)

b b—a+1
[[od+D)= > oo, (32)
i=a r=0

where @f’b is defined in (20).

Proof. We use Vieta expansions (8a) and (9a) to expand the left-hand side of equation (20):

2

b b—a+1
[[d+D)y= > ab-erirzeb.
i=a r=0

Using properties of J and D; such as D; J* = JkDi(fl)k and J? = I, we have

z¢h= Y JJ...UDyJ...JD

a<i|<ip...<i,<b
= JrTipy JirieTip
a<ij<ip...<i,<b

— Z Jb—i,- D[, Ji,—i,,]—lDl_r_] . Ji3_i2_lDi2Ji2_u_lD,'<]_1)

a<iy<iy...<i,<b

— Z Jb—i,- Di ]i,—i,,l—l D

a<iy<ip...<i,<b

J...JDyJ...J

ir—1

ir—ij—1 ii—a
...JP i,

ir_1

i —a

ip—a—1

is—a—2 ry(—1) (=1)i1=¢
.. Jhme2pl Df

ir—1

_ batl—r py(= 1) =07 (—1yirm1 =2 (==
= > D; D; ..Di

[
a<iy<ip..<i,<b

(_l)i+k
pv (/i 0
i - O f(_ 1):+A+l )

1

Now since

we have
ab __
o= 2
a<iy<ip..<i,<b
(_1)—r—a+l (_l)flr—l)—ml (_1)—l—¢1+l

i ﬁr—l o Ji
(71)—r—a+2
0 ; fi

i

Oy 0
S\ o e/ O

Using lemma 1 and the matrix analogue of (28), we obtain the following recursive
formulae for ©.

0

(71)—()-—1)—(1*-2 (71)—]—a+2

o e Ji

Proposition 2. Forany0 < c < b —a+ 1, we have

6
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my

Qb _ § : a,a+c—1 ~a+c,b

Or,e - ®i,€ ®r7i,€+i’ (33(1)
i=m
my

Qb _ a,b—c ~b—c+l,b

Or,e - § :®r7i,e ®i,r+e+i ’ (33b)
i=m1

where my = max(0,r +a+c —b — 1) and m, = min(r, c).

Proof. Itis easy to see that (33b) follows from (33a) by substitutingc = b—a —c+11in (33a),
changing variable i = r — j and using the fact that —j < min(x, y) = j > max(—x, —y).
By using the Vieta expansion (8a) and the product structure (28), the recursive formulae
(27a) and (27b) still hold if we replace s by Z. Therefore, using lemma 1 we have
Jb7a+17r®a,b — Z be(a+c)+17(r7i)®a+cl',ch7i@Q,cz+c-—1. (34)
i:m1

If b —a+ 1 — r is even and using equation (20), we have

er, 0 O s 0 o 0
O @(rl,f = Z 0 ®a+c,b O G)Zf+671

my <i<my,c—ieven r—i,a+c

a+c,b a,a+c—1
+ Z 0 ®rii,a+c 0 ®i,a+
®a+c,b ®q,a+c—l 0 :

my <i<mj,c—iodd r—i,a+c—1 i,a—1

Therefore, we get

myp my
ab § : a,a+c—1 ~a+c,b a,b __ § : Qa.atc—1 qa+e,b
®r,a71 - ®i,a71 ®r7i,a+i71’ ®r.a - Oi,a ®rfi,a+i‘
i=m i=m

Since {a — 1, a} = {0, 1}(mod 2), we obtain

ma
a,b __ 2 : a,a+c—1 Ha+c,b
®r,e - ®i,e ®r7i,e+i'
i:n’n

The proof for odd b — a + 1 — r is similar. (]

Note that from the definition of ® (17), or from equation (32), we have the following
properties:

e O =0ifr <Oorr>b—a+l,
a,b __

° ®0,g =1,
a,a __ 71“‘6

¢ ®l,e _fa( ) .

If we consider these properties as initial values of ®, then we can efficiently calculate ® from
the recursive formulae (33a) by taking c = b — a.

3.2. Applications of © to the mKdV equation

The (1, z,) reductions of the Lax matrices for mKdV are given by

UU"I k | ()[31)’;& ok
L,= (" and M= " D (35)
k Dl ok oy —=

Uy Un+zy
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Indeed, we have L, M, I Mn_JrllL,HZ2 = Fmkav - N,, where Fkay is the left-hand side of
(12) and

O Un+l];n+zg
N, = —k 0
UnVUn+zp+1

Using lemma 1 with f; = (v[/vm)(’l)i,a = 0,b = zp — 1, and taking the trace of the
monodromy matrix (6), we obtain the following result.

Proposition 3. The closed-form expressions for integrals of the mKdV equation are given as
follows:

Uz,

@0,22*1 (36)

_ 00.2—1 | o0.zan—1 V0 0.25—1
I =a1(05 +O. 7 )+ —0. ) + s r10

Uz, Vo
where 7o — r is odd.

However, in [6], integrals of the mKdV equation are expressed in terms of ® with different
arguments, namely f; = v;v;41. To derive the latter closed-form expressions for integrals of
the mKdV equation, the following lemma was used [6].

Lemma 4. We have

b—1 b—a
[[zi=> z"w, (37)
i=a r=0

where f; = v;v;41, and

—1
~ v_,l®a,b 0
Zab=1 _ [ v 7,0
r - 0 %G)a,b—l ’
v, 1l

when r is odd.

Whereas for lemma 1 we used the Vieta expansion (9a), this lemma is proved by using the
Vieta expansion (9b); see appendix A.

Multiplying both sides of equation (37) by M, ! and taking the trace we obtain the
following result, which is theorem 3 in [6].

Proposition 5. The trace of the monodromy matrix of the mKdV equation is

[(z2+1)/2]
Te(Lo) = ) Kl
r=0
where
1
0,22-1 0,221 0,251 0,221

I = <UOU12®2rZZI,0 + ﬁ®2r221,1) + 00y + @0y, (38)

0Vz,

with f, = V; Vj+1-

8
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It follows that the coefficients /. form a set of integrals for the mKdV equation. Their
invariance can also be proven directly. By using the properties (30) and (31) of the multi-sums
of products, it was shown in [6] that

S(Ir) — I, = Fukav - Ay, (39)
where S is the shift operator S(v;) = v;4; and
1 1,z2—1 1,z2—1
A= ——0,72 | — 0,7 (40)
VoU1Vz, Uzy+1 S 1o

is called an integrating factor. ‘
It is important to note that the set of integrals expressed in © with f; = (v; /vis) T is
the same as that expressed in ® with f; = v;v;;; due to the following identities:

, v: (—l)i v (—I)“l .
a, 1 _ a a,
®r,a+e ( ) = ( ) ®};_a+]_r.e+1{vi Vitl)s

Ui+l Up+1

if b —a+1—riseven, and

(=)
V; e+l
a,b ! _ (=1 a,b
®r,a+€ (U ) = (VaVps1) ®b,a+1,r,€+1{vivi+1}»
i+1

ifb—a+1—risodd.

4. Multi-sums of products, ®

Writing the reduced Lax matrices as linear combinations of rank-1 2 x 2 matrices gives rise
to closed-form expressions in terms of multi-sums of products &, defined in equation (23).
In this section, we first give recursive formulae for ®. Then, by using the non-commutative
Vieta expansion, we give formula (25) for products of L; = r;(LH + s,-Af) matrices in terms
of ¥ (26) where A; is defined in (21). This formula is first applied to the mKdV equation.
At the end, we give the analogous results for nearly all equations in the Adler—-Bobenko—Suris
list [1].

4.1. Recursive formulae for the multi-sums of products, ®

The lemma below explains how @ is derived from the Vieta expansions (85) and (9b).

Lemma 6. Let H and F; be defined by

0 1 10
=(o) =(i o)

and let f be a function on [a, b + 1] C Z. The multi-sums of products, ®, defined by (23)
appear in the entries of the matrix coefficients in the expansion

b+1 b—a+2

[[oH+F)= )" vwet,
i=a r=0

where

a,b a+l,b
Wa,b+1 _ qu q)r_l
r - b1 a+l,b—1 | °
fb+lq)f fh+lq)

r—1
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Proof. Using the properties H? =0, FiF; = F;,, FHF; = fjF;, HF;H = f;H and the
non-commutative Vieta formula (9b), we have

a,b+1 __
Wbt = > HF,...F, ,aHF, ,_i...FyuHFi_\...FuH

a+2<iy,ij+l<ip, izl <-<i, p<b—1

+ E HF}]...F‘,",7]+1HF‘,',7]_1...E]+1HEI_1...Fa
a+1<iy,ij+l<ip,iz+l<--<ip_1 <b—1

+ E Fpor.. . F_ nHF, ... F;nHF;, ... FauH
a+2<iy, i1+l <ip,ip+l<--<ip 1 <b

+ E Fb+l~-Fi,+lHFi,—l-~-E1+1HFi1—l-~-Fa

a+1<iy, i1+l <ip,ir+l<--<i, <b

0 1 0 0 1 1 0
_ q>a+1 b—-2 ( ) q>a b 2 ( ) + (Da+1,b71 < ) + @d,h—l ( )
=Jo 0 ot 0 o/ o £t s 0

fyo®t b 2, Ppub-l f ¢a+1 b-2 (Dzrlill,h—l
( fir lcbf-b*l frm @ ) '
From the definition of ®, we have the following properties:
U = pab- l+fq)ab 2, (41)
U = £, @ a+2 b + e, (42)

Therefore, we obtain

a,b a+l,b
Wa,b+l _ CDV q)r 1
r - b—1 a+1 b—1
fb+lq>tr1 f+ 0

Using this lemma, we derive recursive formulae for .
Proposition 7. Witha — 1 < ¢ < b+ 1, we have

r

q);l.b — Z (CI)ff;l(D?H‘b + qurz C, 21q)c cq>c+2 b) (43a)
i=0
— Z a €= 1 c+1 c+1q>ici3l,b + foi¢f+2,b)~ (43b)

We note that properties (41) and (42) are special cases of these recursive formulae (43a)
and (43D) where ¢ = b and ¢ = a — 1, respectively.

Proof. We use recursive formula (27a) with W replacing s, c replacing a + ¢ — 1. We have

r
a,b+1 __ § : c+1,b+1 yyx7a,c
Wr - VV: W -

r c+1,b c+2,b a,c—1 a+l,c—1

_ Z @; @5 .7 @50
- c+1b 1 L+2b 1 ac 2 a+l,c—=2 | °

f+ f+ fc fcq)rfifl

Equating the entry in the ﬁrst colurnn and first row, we get

r
a,b __ a,c—1 xc+l,b a,c—2 c+2,b
OLr =" (00T O 4 0l £,

r—i
i=0

10



J. Phys. A: Math. Theor. 42 (2009) 225201 D T Tran et al

which is the first recursive formula (43a). The second recursive formula (43a) is obtained
from the first one by using the following

c+l,b _ Fc+2,b c+l,c+1 xc+3,b a,c—2 xc,c __ x0,C a,c—1
Q7T =07+ @0 Q550 =05 -0 0

Note that from the definition of @ (23), we have the following properties:
o ®“’ =0Qwhenr <Oorr > |[(b—a+1)/2],
. Cbg’b =1,
. <D[ll’a = fa.
Once again, these properties can be considered as initial values to calculate ® using the
recursive formulae for @ provided.

4.2. Product of L matrices and multi-sum of products, WV

Let A; and H be matrices that are defined in (21). Now using the Vieta expansions (8b) and
(9b) and the properties of H and A, we obtain the following lemma.

Lemma 8. Let L; = r; (AH +5;A; ) We have

b b—a+l b
1= (% 0 )T
i=a

r=0 i=a
with
X?’b — \Ijlt’li-i,bszAzfl + W a+2b lAb H+ \Ija+2b 2H + \Ija+1 ,b— lAb (44)

a+l
where ¢; = s;(a;_1 + b;) and
b+1

Yb = salde'b{ Sixl }l_[c (45)

CiCi+1

The general case (25) is obtained in the same way.

Proof. For brevity of notation, we write B; := s; A!. Using properties of H and A”,, similar
to (24) we have
k
BkBk—l . Bl = SkAi .. .SlAé = S]Af l_[ Cr,
r=I+1

so when ! < i < k we have

k i—1
BiBi_i...BisiHBi ... B = s <Aj.<+1 I1 c,) Hs (A;'1 I c,)

r=i+2 r=I+1
s k
1+l k
s S1A; 1_[ e =351fiA 1_[ Cr.
iti+l r=I+1 r=I+1
Therefore, we obtain
Bk ‘e Bi,r+lHBi,—l ce Bi1+1HBi|—l Bl = S]Al 1_[ fl/ 1_[ Cr

r=I+1

when! < iy, i1 +1 <i,... <i;, <k, anditequals 0 wheni; =i;_; + 1 for some j.
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Now applying these formulae and formula (9b), we have

a,b
Xoh = ) HB, ,...B, . HB;, ,_\...BiuHBi_i...B,
a+1<iy i1+l <ip,...<ip_ <b—2
+ E Bb'~-Bi,,1+1HBi,,171'~'Bi1+1HBi171'~-Ba+1H
a+2<iy, i1+l <ip,...<i,— 1 <b—1
+ E HB,_... B,’r72+1HBi,72,1 A B,'H.]HBI'],l ...B, H
a+2<iy,ij+l<ip,...<ip_2<b—2
+ E Bb~--Bi,+1HBi,71~--Bi]+1HBi1—1~--Ba
a+1<iy, i+l <ip,...<i, <b—1
S S S b
a — — a+1 — a+l — —
= (—cbf“l'b PHAY ! + AL, H o+ A R 1A’;> []
Ch Ca+l Ca+1Ch i—a+l
_ a+1,b—2 b—1 a+2,b—1 4 b a+2,b—2 a+1,b—1 4 b
Ay - U Vol T S U - BT /Sy - (S sk L) 0

Note that if » > [(b —a + 1)/2], we have Xf*” = (. We also note that lemma 6 is a special
case of this lemma witha; = 1/f;,b; =0 and s; = f;.

4.3. Application of ¥ to the mKdV equation

In this section, we present closed-form expressions for integrals of mKdV in terms of the
multi-sums of products W.

The reduced Lax pair for the mKdV equation given by (35) gives rise to the multi-sums
of products, ®. Now we use a gauge transformation to obtain a new reduced Lax pair which
gives the multi-sums of products, W. Recall that for a PAE (1) with a Lax pair (L; ,, My ),
a gauge matrix Gy, gives us a new Lax pair for the equation, that is,

T -1 7 —1
Ll,m - Gl+1,mL[,mG1,ma Ml,m - Gl,m+1Ml,mG1’m~

These matrices reduce to matrices L, M of the corresponding OAE.
Using the gauge matrix

(0 1u
Gl”"_<—1/k 0 )

we have a new reduced Lax pair for the mKdV equation:

2 2
7 U]n}_H ;_k ~ 1 (XQUU"" —o vk>
L, = " " and M, = " e (46)
—Uper 1 —0 U, o3

We note that the trace of the monodromy matrix is invariant under gauge transformations.
Now we write the reduced Lax pair for the mKdV equation as follows:

Li =ri(siA; + AH), (M)~ =Fi(5; A + LH). 47)
where
A= (éi z“zib_,->
T h. |’
1 b;
and
2 1 ! !
A=1—-k", rp=—, Si = —ViVi+l, ai = ——, bi = — ’
v; Vi Vi+l
2
o ooz — o . 1 . . —o o —o3
A=A+—1, ri = ) $i = —Q1ViVi4z,, a; = ) bi = :
(%31 Vitz, A1 Vj4z, apv;
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Using lemma 8, we expand the trace of the monodromy matrix in powers of A. After
multiplying with M ! and taking the trace, we get

z2+1
TI'[,O = Z A [i ,

i=0

where
7 _ 1,202 A1V0Vz, 1,20-3 100V, 2,702 2,203
I, = (allllrl + <a2v0 +— |V + | azv, + ——— ) VT — aquou, W
] 2—1
vy O3V o1 VoV 2
2V0 3V 1Yo o _
— ( =24 2 +a1> gl 2) Hvi L (48)
1)5271 V1 U11)2271 0
with

b+1
v; (Vi1 + Vig1)

Vi-1

(49)

Vi—1Viy2
a,b a,b 1 1+
\Ilr = —va,lvacbr { }

i1 +vis) (Vi + i) } 70
Note that if r > [(z + 1)/2], then 7, = 0. It is clear by the staircase method that 7, is an
integral of the corresponding mKdV map. However, using properties of W one can also show
that /, is invariant under the mKdV map. By doing so, we obtain an integrating factor [6]
which we do not get from the staircase.

Proposition 9. For 0 < r < |[(z2+ 1) /2],7, is an integral of the mKdV map with the
integrating factor
1

22

1,20—1 2,202 2,20—1 1,202 -1

A= ———— (V2 oo, U — g2y p e )Hvi ,
VU1 Vz, Uz, +1 Pl

where W is given by (49).

The proof of this proposition is given in appendix B.

4.4. General closed-form expressions for integrals of all equations in the ABS list, except Q4

In this section, we give similar results as we did for the mKdV equation for almost all equations
in the ABS list. We present a general formula for closed-form expressions for integrals of all
equations whose reduced Lax pairs can be written in form (47). Then, we write the reduced
Lax matrices of ABS equations with the exception of Q4 in this form, so that we can apply
the general expressions to obtain integrals.

4.4.1. General closed-form expressions for integrals. Assume that the reduced Lax matrices
are written in form (47), with A = gl +h. We now expand the trace of the monodromy matrix
Ly in terms of powers of A.

Theorem 10. Let £y be given by (6), where L, M~ are matrices which can be written in form
(47). Then, we have

22+1

Tr(Co) = ) W1,

i=0
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where I, is expressed in terms of W (45):

1,20—2 1,20—2 v oy 1,203 v (1 2,202 o 2,203
], = (g\l’rif +]’l‘~11r 2 +S0(a0+b0)\prii +50(b0+012—1)‘1’r,f +S0\I‘r7§
72—1

+50(do + bo) (az,—1 +bo) W 272)Fy ]_[ ri. (50)
i=0

Proof. We use lemma 8 to expand the monodromy matrix. We have

22 -1 z2+1 z2—1
Lo = (50A3+ (gh+)H) (Z A’X?’“_]) fo[[ri= <Z )JW,) o [ (51)
i=0 r=0 i=0

r=0

where

W, = (50Ad + hH) X% + gH X5

r—1
Using properties of H and A, we have
Tr(HX)2™") = w272,
Te(HX)5™) = 9,57,
Tr(AGX1) = (g + bo) W25 + (Bo + agyr ) W25 2 + W25
+ (do + bo) (az,—1 + bo) W, 272,
which we use to evaluate the trace of (51). O

Now from this theorem, if /, do not depend on X, then from the staircase method we have
that 7, is invariant. Hence, we have the following corollary.

Corollary 11. Suppose that a;_; + b;, do + bo, a,,—1 + 130, ri, Si, ¥i, 8i, g and h do not depend
on the spectral parameter k. Then I, given by (50) is an integral.

Here, we give a direct proof that /. is an integral of the equation derived from the Lax
equation LOMO_1 = Ml_lez.
Proof. Since LOM(;1 = Mflez, we have
rofo(soAQ + AH) (S0AQ + (gh+ W) H) = Fir, ($1A] + (gh + h)H ) (s;,AZ + LH).
If a;, &;, b;, b; do not depend on k (the cases H; and H3), equating coefficients of A on both
sides we obtain E; =0,i =1, 2,...,6, with
Ey = rofoSo — F1r,85,,
E = roFogso — Fir;, 51,
Es5 = rofo(Sobo + gs0a0) — Fir, (5181 + g55,b2,).
E4 :

ForosoSo(bo + dg) — 1o, Fi515,, (az, + by),
Es = rofoso(So(bo + do)bo + h) — Fir2,515,,b2, (az, + b)),
Eg = ForosoaoSo(bo + do) — 172,52, (51 (az, + b1)d) + h).
For the case where a;, b;, d;, b; depend on k, we were able to check that the identities E; = 0

hold for the cases Q; and Qg. For the rest of the equations, calculations get complicated as
we have to deal with square roots.

14
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Using the fourth and fifth identities, we have h = 3 (bo + Zzo)(bZz — bo). Similarly, using
the fourth and sixth identities, we have h = §(ap — &)(az, + b;). We have

SUy) = (g0 + hW2o™ 45y @@ + b)) W57+ 51 (by +a,) W5

r—1 r—1

22
+51W0 5 451 @+ by) (az, + b)) [ ] e
i=1
Now we write S(I,) — I, = (A + B) [[," r;, where

2

A= Flrzz (glljrsz_l + §l(él "'bl)"przflz_2 +§1lIJr3f§_2)
_ rof'o(g\llrlflz_z + 5‘0(1\;0 + azz,l)\llrsz_z + §0\I’r2f§_3)
B = Firy, (A + 51 + b)) (az +51)) W22 450 (by +a,,)¥5 )

— foro((l’l + So(ap + bo)(aZZ_l + Eo))‘p:’zz_z + 5o (do + bo)\yl’zzi3).

r—1

From the properties of ® (41) and (42), we obtain the following properties of W:

W = i1 (g + Dy )W 5y W2 (52)
\I,;z,m = Snfl(anfl + bn)“p;H—]'m + Snfllpfi%’mv (53)

where n < m and 0 < r. Using these properties (52) and (53), we get
A= (7’1?‘12 (gSzz (aszl + bz;) +81(a; + bl)) — igro(gS()(ao + b]) + §o(bo + azz,l)))
2,2-2 | (v o v \ay22=3 L (v . o 3,202
X WoaT 4 (rlrzzgs22 — roroso)\llr_zj + (rlrzzsl - rorogso)lllr_zé
2,202 2,20-3) (& oy 2,232 3,202
= (azz_l\llr_zl + W9 )(rlrzzgsZ2 - roroso) + (bl\llr_zlz + W09 )
VIV g . o w3 2,252
X (Firo,81 — Forogso) + (Firz, (g5z,az, + $1d1) — roFo(gsoao + 30bo)) W,
= (WU () B
=0.
We also have

B = i1y, (h + 51 (az, + by)(ao — o)) W2~ — Forg(h + so(do + bo) (bo — bz, ) ) W= 2

Ey4 o
_ _\prlwz 1
508z,

=0.

This proves our statement. |

From this proof, one can derive an integrating factor by dividing E;, E», E3, E4 and
h+35; (aZz + l;l)(ao —dg), h + so(dg + bo) (I;O — bzz) by the corresponding equation.

4.4.2. Application to equations in the ABS list In table 1, we give a table for writing the
reduced Lax matrices for equations H, H,, Hz and Q1, Q», Q3 (see [1]) in form (47). All the
reduced Lax pairs given satisfy the conditions in corollary 11, so that we obtain closed-form
expressions for the integrals from formula (50).
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Table 1. Reduced Lax pairs for equations in the ABS list.

E

03

A

K—p?
k21

]}271{2
k2—1

8 ai

h a;

1 Vi

q—p Vitzy

1 p—k+v;

q—p q —k+visg,

2 v

p P

1,27‘12 Vitzp
p? P

q PVi+1 /k—Viy1+V;

P P

q—p qvi/k_l’i+vi+12
P q

q (k=p)(Spk—vj+1)+kv;

P kp

q—p (k=) (8qk—vi)+kvi sz,
P kq

-1 P2 =k )i +p 2 =i

p—1 K2=D)(p2-1)

p2—g? (@2 =k vi+q (K —Dvise,
p1 (K2-1)(g%-1)

-1 PO =1)vi+(p? =k )iy

p—1 K2=1)(p>—1)

g2 p? (@*=k)vi+q (K> = Dviss,
p1 K2-1)(¢2-1)

b;
bi
—Vi+1
—;
—(p —k+vis1)
—(q —k+vi)
“Vitl
P
_y;
q
_ pui/k=vi+viy
P
Uitz [k —Vigy H0i
q
__ (k=p)(Opk—vj)+kvis
kp
(k=q)(8gk—vj4z, ) +kv;
—— 2

_ (PP =kPui+p(k* =Dy
®K2=D)(p?=1)

@Rz, +q k7=

(K2-1)(g>~1)

_ p(R=Dvi+(p*=k)v;
R-1)(p>—1)

k2-1)(g>=1)

2P +vi + iy
2/q FV; ¥ Uiz,

A/Op+Vi Vit
P
/Oq+vi Vi+z)
q
V; —Vj4] =0
P
Vi —Vjgz, +8q
q
V0P (8p2 =20 201 )+ (Vi —vi1)?
P
\/542(5112721),- 2142y (0 —Viezy )
q
PUisl —Vi
P21
qU;i —Vigzy
q2
B P24y (- p2rdp? (2 2, )
7=D4p
=02 +4qvviaz, (1=g2) 4> 07—, )
4q(¢%-1)

(Vi =i +1+pd) (v —viy1 —p3)
2

(Vi —Vigzy —04) (U —Viszy +3q)

l/ri2

22
1/F;
=1’
(pVi+1=vi)(pVi —Vi1)
¢*-1?

1
4 pr,2

10252z (6007) Th 10_YL ‘Yo -V "SAud ‘[

2 uell 1,
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5. Discussion

5.1. Comparing the two sets of integrals of the mKdV equation

We have obtained two sets of integrals for the mKdV equation in equations (38) and (48),
which are expressed in terms of the multi-sums of products ® and W, respectively. This is
because we can expand the trace of the monodromy matrix in powers of either k or A = 1 — k2.
Therefore, we have

[((z2+1)/2)] ' [(z2+1)/2] "
Te(Lo)= Y. KL= Y 1-)T.

i=0 i=0

Equating the coefficient of k%", we have

L(z2+1)/2] i N
I = Z (_1)’(i_r>1i.

i=r
In particular, we have

Leenyay = (DY oy o)
and
L(z2+1)/2]
10 =0y +o3 = Z I,'.
i=0
The latter equation means that the set of non-constant integrals (I} is not functionally

independent. Explicitly taking z, = 3, we have

I() = 0y + a3,

Vo Vov3 V3 Uy VU2 V) V1 VYovr Vo U3  WNu3 Uy
L=o|l—+—+—+—+—+— )+ |—+—+— ) +taz|—+—+ —]),

UV Vv V1 Vo YUz U3 V3  0v3 Uy Vi Vovr Vo
1222051

and

~ Vo VoU3 U3 1% V10 1] V1 VoVq Vo
h=og|2+—+—+—+—+—+— |+l +—+—+—
2 Viv2 V1 Vo VYpU3z U3 U3 U3 U2

vz U203 U2
+oaz|l+—+—+—),
v Vovr Vo

~ Vo VU3 U3 1%) A% U1 U1 VoVq Vo
11=—Ol1 44—+ —+ —+ =+ —+ — - —+—+ —
UV Uiz U Vg  VolV3 U3 U3 U3 U2

U3 DUz U2
—|—+—+—=),
Uy UVolr Vo

It seems that the set of non-constant integrals /, expressed in ® is simpler and shorter than the
integrals 1, expressed in W. However, it is interesting to know that with our Maple program,
it took much more time to calculate the integrals in terms of ® than in terms of W.

Similarly, for the sine-Gordon mapping the set of non-constant integrals expressed in
terms of W is not functionally independent and also longer than that expressed in terms of ®.

72:20[1.
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5.2. Future work

We have presented a tool to obtain closed-form expressions for integrals in terms of the multi-
sums of products ® and W. This is a first step to prove the integrability of a discrete map in
the Liouville-Arnold sense [10, 12] (a map has sufficiently many functionally independent
integrals in involution). The recursive formulae for the multi-sums of products make it possible
for us to prove functional independence and involutivity which we hope to publish elsewhere
[13, 14].

We have given closed-form expressions for integrals of all equations in the ABS list but
Q4. It would be worth studying this exceptional case, as Q4 is the most general equation in
the ABS list.

In this paper, we have considered (1, z,) traveling wave reductions. It would be interesting
to study more general traveling wave reductions (cf [8, 11]).

Another direction of interest is studying more general equations, and systems of equations,
which are not necessarily defined on elementary squares (cf [4, 5]).
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Appendix A. Proving lemma 4
Here we give a proof of lemma 4.

Proof. We write L; = kJ +Y; as in (14). So we have

Vi O
YieYigeot ... Yy = [ :
0 Vitk+1

Vi

Using the Vieta formula (95) and the above formula, we obtain

Zobl = > Yooi...YiadYi 1. Y ad . YiadYi_1... Y,

a<ij<ip<--<i, <b—1

>

a<ij<ip<--<i, <b—1

Vi +1 0 Vi, _q+1 O Ui1.+] O Vg O
Vp J Vi, J Viy J Vi
0 = 0 & Lo 0o uf
iip+1 Vi, _1+1 Vi +1 Va

If r is even and using the properties JY = Y~!J and J? = I, then we have

Z:f’b_l — Z

a<ij<ip<--<i, <b—1

Vi +1 Viy 0 Viy 0 Vg
< Up 0 Vi _y+1 Vip+1 iy 0
0o Uiyt f Vi Uiy
Vij, 41 0 v; 0 v; 0 v,
r i 2 a
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a<iyj<ip<--<i, <b—1
Vo _ Vi Vipr1 Vipp Vip_p+1 Vip Vig+1 0
Up Vi, Vi, 41 Vi3 Ui+l Ui Vg4l
O v Vi, Vi, _+1 Vi,_3Vi,_3+1 Vi Vig+1
Vo VipVip+l  Vie_oVip o+l VipVip+l
Vg a,b—1
o ©,9 0
- Up a,b—1
0 o 0,1
Similarly, if 7 is odd, then we have
Za,b—1 __
Zoht = >
a<ij<ip<--<i, <b—1
vp Vi,_y+1 Vi 0 Vg
J Vi +1 O Vi, O Viy+1 Vi 0
0 Vi 4 0 vj, e 0 Viy+1 0 iy
Vp Vi, _1+1 Viy Vg
b
VaUp O 0
= ' 1 b1
0 Vq Up r1
1 a,b—1
_ 0 VaUp & rl
- a,b—1
U, vb®ry0 O

Appendix B. Direct proof of invariance of integrals of the mKdV equation in terms of ¥

(proposition 9)

Here we give a proof of proposition 9.

Proof. Applying a shift operator on the integral 1, we obtain

r—1 r—1

~ — A1V Vzy+] — A1V Vzs+] —
S(Ir) = <C(1\IJZ'Z2 ! + <a2v1 + - o ) \IJZ'ZZ 2 + (O[3UZZ+1 + - ur > \IJ3'ZZ 1

U2

V1 03Vz,4]
+

A V1 Vz41
+

r—1
Uz,

3,202
— U1V, W —< » 5
2 2

!, where

Now we write S(I.) — I, = (A + B) [Zv

r—1

2,20—1 V1 Vz5+1 2,22 3,222 -1
A= <Ol1\l-’r1 + <Ol21)1 +— V¥ — a1v1v12+1\11r72 v

U2

l,Z2—2 (X] vaZZ 2,12—2
- (oe]\IJ,_l + <a3vzz +— | ¥

20+1
+oc1) \l—’f’zzl> 1_[ vi_l.

Vv
2Vz i=1

22+1

2,23 -1
— Ol]UoUZZ\I'r_é > Vo

Uzp—1
A1V V741 3,20—1 V1 03Vz41 (U Vg4 2.20—1 -1
b= <<a3vzz+l L— quff - + + T \Ijr’ : sz+1
Uz, Uz, U2 V2V,
Ol]U()vz2 1,203 [0 X)) Ol3vZz Ol]U()vz2 ) 1
— ((azvo +— V. = + + +o | W, vy -
V1 Uz2—1 V1 vlvzz_l

Using properties (52) and (53), we have

2,201
lIJr

1,202
\p 522

r—1

r

Vo

1 1 5
222
UzpUzp+l ( + Wi
Uzp—1 Vg4l

1 1

2,202 3,202

VoV <— + v— 1\ _le — U()Ul\pr_zé .
2

2,253
— VU,V W
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Substituting these formulae into A, we obtain

2,202
yo

r—1
A = —.medV.
v0v12+1

Applying the properties (52) and (53), we have

1 1 \111,2271
\Ijr3,2271 -4+ = LprZ,szl _r
Vo V2 VoV1

wla—3 _ ( L )\111*122 I Ch

r—1 .
VUz—1 VU4l Uz, Vzp+1

Substituting these formulae into B, we get

1
1,z20—1 2,z20—1 1,202
B= ——— (w2l — 2ol _y wlham) Fog.
VoV1Vz, VUzs+1

This proves the statement. ]
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